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Abstract— Human-robot collaboration applications require
safe and reactive planning. Euclidean distance fields (EDF) are
a promising representation of such dynamic scenes due to their
ability to reason about free space and the readily available
distance to collision costs. A key challenge for the commonly
used discrete EDF representations, however, is the need for
differentiable distance fields to produce smooth collision costs
and efficient updates of dynamic objects. In this paper, we
propose to use a Gaussian Process (GP) distance field-based
framework that enables both, differentiable distance fields
and fast dynamic scene updates. Moreover, we combine this
framework with the Riemannian Motion Policies as a local
reactive planner to enable safe human-robot interactions. We
design a collision avoidance policy that models the repulsive
motion using the distance and gradient fields from our GP.
We show our reactive planner in an experiment with a URSe
interacting safely and smoothly with a human.

I. INTRODUCTION

In order for robots to collaborate in close proximity to
humans, we require them to be reactive and safe. In this
work we leverage the Interactive Distance Field Mapping
and Planning (IDMP) framework [1] which utilizes Gaussian
Processes (GP) to represent the continuous distance and
gradient fields. For avoiding collisions with moving objects
we use a local reactive motion generator called Riemannian
motion polices (RMP). RMPs remain to be demonstrated in
combination with EDFs in online and dynamic settings [2]
and have mainly been used in conjunction with voxel-based
occupancy representations [3], [4].

In this paper we formulate motion policies that utilise
our interactive GP distance and gradient information. We
demonstrate the use of RMPs in combination with GP
distance fields in a human-robot collaboration setting where a
URS5 robot arm must carry out a task in a shared workspace
as shown in Figure [l We show that our method achieves
smoother and more natural reactive behaviour compared to
an occupancy-based method.

II. PRELIMINARIES
A. Interactive Distance Field Mapping

For mapping dynamic scenes we utilise the IDMP frame-
work [1] which implicitly models a continuous Euclidean
distance field via a reverting GP function [5]. Using a GP
with the covariance kernel k(x,x’) we can recover the
occupancy at any point x, by

o(x.) = k(x., X) (K(X, X) +021) "1, (D
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Fig. 1. Dynamic obstacle avoidance using our combined RMP and inter-
active GP distance field mapping framework. (inset) Robot with collision
spheres and trajectory traced out in green. The sensor pointcloud is depicted
as spheres, which are colored depending on their height. A slice of the
distance field is visualized as colored boxes with a color spectrum from
red, meaning small distances, to purple, meaning large distances.

where k(x., X) = [k(x.,X1), ..., (X, X@)] represents the
covariance vector between the input points and the query
point and K(X,X) = [k(x;,X)",....k(xq,X)"] the
covariance matrix between the input points.

To derive the distance d(x.) from the occupancy o(x.),
the kernel function has to be reverted, resulting in

d(x,) = \/212 «log (a(;)) . )

As[T]and 2] are continuous and differentiable, we can retrieve
the gradient analytically [5] by

Vd(x,) = Vk(x,, X) (K(X, X) +02I) '1. (3

B. Riemannian Motion Policies

The Riemannian Motion Policies framework [6] is a local
reactive motion generator that combines multiple simple
task-based policies to achieve complex high-level behaviours.

A policy P is modeled on a Riemann Manifold M
and is defined by the tuple (f, A)™, where f(x,%) is an
acceleration and A(x, %) is a Riemann Metric for M that
both vary with the state. See Ratliff et al. [6] for more details.

IIT. REACTIVE PLANNING IN INTERACTIVE DISTANCE
FIELDS

We propose to use the output of the GP distance field
as described in Section [[[=A] in combination with a custom-
designed collision avoidance policy for RMP (Section [[I-B)
to safely navigate in dynamic scenes.

Figure 2| shows the proposed system architecture, where
the IDMP framework takes as input the depth sensor’s data
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Fig. 2.
queried by the reactive planner (RMPs).

and poses. Our reactive planner queries distance and gradient
information from the GP to generate accelerations via RMPs
which are passed to a controller for execution on the robot.

We can then query distances for each collision point x.
using Eq. 2] as follows:

R
d(x.) = | =212 x log (k(XmX) (K(fé X) + o) ) . “)

The gradient Vd(x.) can be calculated analytically via Eq.
Bl

We adapt the collision avoidance policy proposed by
Ratliff et al. [6] consisting of a repulsion and a damping
component. We model the repulsive motion as a function of
the gradient Vd and distance d from the GP distance field,

d(X)) 7

VUrep
with the repulsion gain 7., and the length scale v,¢,. The
damping term reduces oscillations and is a function of the
velocity & and distance d described by,
)“(damp = —Ndamp (1 -8 ( )) *
1

———~> Ndamp 1s the damping gain and

)

)“(rep = nrepvd(x) eXp (_
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) (6)

Vdamp

where S(x)

Vdamp the damping length scale.

For the metric we propose a diagonal matrix with values
from a smooth activation gate which depends on the distance
d and the activation parameter d, as

d—2 Z*i—kl for d < d
A=1x{ d2 da ¢ (7)
0 for d > d,

In addition to our collision policy, we use a target attractor
policy, a joint limit policy and a velocity limit policy as
described in [6], [7].

IV. EXPERIMENTS

We evaluate our method in a mock human-robot inter-
action scene where the robot is tasked to cycle between
two waypoints. During the execution, a human enters the
workspace and places their arm in the way of the robot.

We compare the behaviour of our framework against an
occupancy-based reactive method implemented in the ROS
package Movelt. This baseline method builds an Octomap [8]

System diagram of the proposed framework. IDMP processes the sensor data and fuses it into the GP distance and gradient field which is then

Fig. 3. Comparison of trajectories for the baseline (left) and our proposed
method (right). The robot is tasked to move between two waypoints, as the
human moves their arm in the way.

which is continuously updated with the sensor input. A
trajectory is planned using the Bi-directional Fast Marching
Tree (BFMT¥*) algorithm [9]. During execution the trajec-
tory is checked for possible collisions which then triggers
replanning.

As can be seen in Table |I| the trajectories produced by
our method result in much smoother trajectories. Notably
the mean squared jerk and change in curvature were approx-
imately 2x and 3x lower, respectively, than the baseline.

TABLE I
COMPARISON OF SMOOTHNESS METRICS.

Metric IDMP-RMP | Baseline | Difference
Variance of Acceleration (X) 2.30e-05 3.08¢-05 -25.32%
Variance of Acceleration (Y) 3.07e-05 5.47e-05 -43.88%
Variance of Acceleration (Z) 1.03e-05 4.13e-05 -75.06%
Total Jerk 0.602 0.832 -27.64%
Mean Squared Jerk 2.63e-05 5.28e-05 -50.19%
Mean Curvature Change 0.302 0.925 -67.35%

V. CONCLUSION

In this paper we presented a framework that utilises
interactive distance and gradient fields based on GPs in com-
bination with RMPs to reactively plan in dynamic scenes. We
demonstrated this in a human-robot collaboration scenario
where a robot arm smoothly avoids colliding with a person
entering its workspace while continuing to carry out its task.

Future work aims to use semantics such as distinguishing
between human and non-human moving objects. Exploring
how this can be incorporated into the RMP formulation to
achieve more natural and nuanced avoidance behaviours in
more complex collaborative settings is a promising avenue.
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